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INTRODUCTION

The distinctive task in Bayesian analysis of deriving priors so that the inferential content of the data is minimally affected in the posterior, has been of great interest for more than 200 years since the early work of Bayes (1763). More current approaches to this problem, based on the maximization of a specific criterion functional, have been suggested by Good (1968), Zellner (1971) and Bernardo (1979).

In Good's (1968) Minimax Evidence method of deriving priors, the principle of maximum invariantized negative cross-entropy is introduced, here the initial density is taken as the square root of Fisher's information. In Zellner's (1971) book is presented for the first time a method to obtain priors through the maximization of the total information about the parameters provided by independent replications of an experiment (prior average information in the data minus the information in the prior). In Bernardo (1979) a procedure has been proposed to produce reference priors by maximizing the expected information about the parameters provided by independent replications of an experiment (average information in the posterior minus the information in the prior).

All of the above methods have comparative and absolute advantages in several respects:

(i) While Zellner's method is based on an exact finite sample criterion functional, Good's approach uses a limiting criterion functional, and Bernardo's procedure lies in asymptotic results. In Bernardo's proposal a reference prior (posterior) is defined as the limit of a sequence of priors (posteriors) that maximize finite-sample criteria. In a pragmatic approach in which results are most important, many reference prior algorithms have been developed. For instance, Berger, Bernardo and Mendoza (1989), and Berger and Bernardo (1989), (1992a), (1992b), Bernardo and Smith (1994 , ch. 5), and Bernardo and Ramón (1997).

(ii) The criterion functional used by Bernardo is a cross-entropy, which satisfies a number of remarkable properties, in particular, invariance with respect to one-to-one transformations of the parameters (Lindley 1956). In contrast, the total information functional employed by Zellner is invariant only for the location-scale family and under linear transformations of the parameters. To generate invariance under more general transformations, side conditions are needed.

(iii) The way in which these methods have been tested is by seeing how well they perform in particular examples; the evaluation is often based on contrasting the derived priors with Jeffrey's (1961), usually improper, priors which are somewhat arbitrary and inconsistent. In fact, there are cases in which one can seriously recommend not using Jeffrey's priors. See, for instance: Box and Tiao (1973), p. 314; Akaike (1978), p. 58; and Berger and Bernardo (1992a), p. 37.
In this paper, we attempt to reconcile all inferential methods which by maximizing a criterion functional produce non-informative and informative priors. In our general approach, Good's Minimax Evidence Priors (1968 and 1969), Zellner's Maximal Data Information Priors (1971, 1977, 1991, 1993, and 1995) and Bernardo's Reference Priors (1979 and 1996) are seen as special cases of maximizing a more general indexed criterion functional. Thus, properties of the derived priors will depend on the choice of indexes from a wide range of possibilities, instead of on a few personal points of view with \textit{ad hoc} modifications. In the spirit of Akaike (1978) and Smith (1979), we can say that this will look more like Mathematics than Psychology—without demeriting the importance of the latter in the Bayesian framework. This unified approach will enable us to explore a vast range of possibilities for constructing priors. It is worthwhile to note that our general method extends in a natural way Soofi's (1994) pyramid by adding more vertices and including their convex hull. In any event, a good choice will depend on the specific characteristics of the problem we are concerned with. Needless to say, the chosen method should also provide good predictions.

This work is organized as follows. In section 2, we will introduce an indexed family of Information functionals. In section 3, on the basis of asymptotic normality, we will state a relationship between Bernardo's (1979) criterion functional and some members of the indexed family. In section 4, we will study a Bayesian inference problem associated with convex combinations of relevant members of the proposed indexed family. Here, we will introduce Good-Bernardo-Zellner's priors as well as their \textit{controlled} versions as solutions of maximizing discounted entropy. We will give special attention to the existence and uniqueness of the solution of the corresponding optimization problems. In section 5, we will study Good-Bernardo-Zellner's priors as Kalman Filtering priors. Finally, in section 6, we will give conclusions, acknowledge limitations, and make suggestions for future research.

2. AN INDEXED FAMILY OF INFORMATION FUNCTIONALS

In this section, we define an indexed family of information functionals and study some distinguished members. For the sake of simplicity, we will remain in the single parameter case. The extension to the multi-dimensional parameter case will lead to conceptual complications. This is not surprising when dealing with information measures and priors; see Jeffreys (1961), Zellner (1971), Box and Tiao (1973), and Berger and Bernardo (1992a).

Suppose that we wish to make inferences about an unknown parameter \( \theta \in \Theta \subseteq \mathbb{R} \) of a distribution \( P_\theta \), from which there is available an observation, say, \( X \). Assume that \( P_\theta \) has density \( f(x|\theta) \) (Radon-Nikodym derivative) with respect to some fixed dominating \( \sigma \)-finite measure \( \lambda \) on \( \mathbb{R} \) for all \( \theta \in \Theta \subseteq \mathbb{R} \), that is, \( dP_\theta/d\lambda = f(x|\theta) \), for all \( \theta \in \Theta \subseteq \mathbb{R} \), thus \( P_\theta(A) = \int_A f(x|\theta) d\lambda(x) \) for all Borel sets \( A \in \mathbb{R} \).

The Bayesian approach is to assume that there is a prior density, \( \pi(\theta) \), describing initial knowledge about the likelihood of the values of the parameter, \( \theta \).
We will assume that $\pi(\theta)$ is a density with respect to some $\sigma$-finite measure $\mu$ on $\mathbb{R}$. Once a prior distribution, $\pi(\theta)$, has been prescribed, then the information provided by the data, $x$, about the parameter is used to modify the initial knowledge, as expressed in $\pi(\theta)$, via Bayes' theorem to obtain a posterior distribution of $\theta$, namely, $f(\theta|x) \propto f(x|\theta)\pi(\theta)$ for every $x \in \mathbb{R}$ (using $f$ generically to represent densities). The normalized posterior distribution is then used to make inferences about $\theta$.

Let us define an infinite system of nesting functionals:

$$V_{\gamma,\alpha,\delta}(\pi) = \frac{1}{1-\gamma} \int \pi(\theta)G(\mathcal{I}(\theta), \mathcal{F}(\theta), \gamma, \alpha, \delta) d\mu(\theta),$$  \hspace{1cm} (2.1)$$

where

$$G(\mathcal{I}(\theta), \mathcal{F}(\theta), \gamma, \alpha, \delta) = \log \left\{ \exp \left\{ \frac{[\mathcal{F}(\theta)/\mathcal{I}(\theta)]^{1-\delta} [\mathcal{I}(\theta)]^{1+\alpha}}{\pi(\theta)^{1-\gamma}} - \delta [\mathcal{I}(\theta)]^{1-\alpha} \right\} \right\},$$

$0 \leq \gamma < 1$, $\alpha \in \{0, 1\}$, $\delta \in \{0, 1\}$, and

$$\mathcal{I}(\theta) = \int \left( \frac{\partial}{\partial \theta} \log f(x|\theta) \right)^2 f(x|\theta) d\lambda(x)$$  \hspace{1cm} (2.2)$$

is Fisher's information about $\theta$ provided by an observation $X$ with density $f(x|\theta)$, and

$$\mathcal{F}(\theta) = \int f(x|\theta) \log f(x|\theta) d\lambda(x)$$  \hspace{1cm} (2.3)$$

is the negative Shannon's information of $f(x|\theta)$, provided $\mathcal{I}(\theta)$ and $\mathcal{F}(\theta)$ exist. In the case that $n$ independent observations of $X$ are drawn from $P_\theta$, say, $(X_1, X_2, ..., X_n)$, then $\mathcal{I}(\theta)$ and $\mathcal{F}(\theta)$ will still stand for the average Fisher's information and the average negative Shannon's information of $f(x|\theta)$ respectively. It is not unusual to deal with indexed functionals in inference problems about a distribution, as did Good (1968).

In particular, notice that for the location parameter family $f(x|\theta) = f(x - \theta)$, $\theta \in \mathbb{R}$, with the properties $\int [f'(x)]^2 f(x) d\lambda(x) < \infty$ and $\int f(x) \log f(x) d\lambda(x) < \infty$, where $\lambda = \mu$ stands for the Lebesgue measure, both $\mathcal{I}(\theta)$ and $\mathcal{F}(\theta)$ are constant. Observe also that the scale parameter family $f(x|\theta) = (1/\theta)f(x/\theta)$, $\theta > 0$, with the above properties, satisfies the following relationship:

$$\mathcal{F}(\theta) = \frac{1}{2} \log \mathcal{I}(\theta) + \text{constant.}$$  \hspace{1cm} (2.4)$$

The indexed family with which we will be concerned is given by

$$A = \text{conv} \left\{ \overline{V_{\gamma,\alpha,\delta}(\pi)} \right\} = \text{convex hull of the closure of the family } \{V_{\gamma,\alpha,\delta}(\pi)\}.$$ 

We readily identify a number of distinguished members of $A$:
(i) Criterion for Maximum Entropy Priors (MAXENTP):

\[ \mathcal{V}_{0,0,1}(\pi) = - \int \pi(\theta) \log \pi(\theta) d\mu(\theta), \]

which is just Shannon's information measure of a density \( \pi(\theta) \), or Jaynes' (1957) criterion functional to derive maximum entropy priors. Notice also that (2.3) can be rewritten in a simpler way as \( \mathcal{F}(\theta) = -\mathcal{V}_{0,0,1}(f(x|\theta)) \).

(ii) Criterion for Minimax Evidence Priors (MEP):

\[ \mathcal{V}_{1,1,1}(\pi) = \lim_{\gamma \to 0} \mathcal{V}_{\gamma,1,1}(\pi) = - \int \pi(\theta) \log \frac{\pi(\theta)}{p(\theta)} d\mu(\theta) - \log C, \quad (2.5) \]

which is Good's invariantized negative cross-entropy, taking as initial density \( p(\theta) = C[I(\theta)]^{\frac{1}{2}} \) with \( C = \{ \int [I(\theta)]^{\frac{1}{2}} d\mu(\theta) \}^{-1} \), provided that \( \int [I(\theta)]^{\frac{1}{2}} d\mu(\theta) < \infty \). We can also write (2.5) as

\[ \mathcal{V}_{1,1,1}(\pi) - \mathcal{V}_{0,0,1}(\pi) = \int \pi(\theta) \log [I(\theta)]^{\frac{1}{2}} d\mu(\theta). \quad (2.6) \]

(iii) Criterion for Maximal Data Information Priors (MDIP):

\[ \mathcal{V}_{0,0,0}(\pi) = \int \int f(x)f(\theta|x) \log \frac{\ell(\theta|x)}{\pi(\theta)} \frac{d\mu(\theta)}{\pi(\theta)} d\lambda(x) \quad (2.7) \]

which is Zellner's criterion functional in his MDIP approach. Here, as usual,

\[ f(\theta|x) = \frac{f(x|\theta)\pi(\theta)}{f(x)}, \quad f(x) = \int f(x|\theta)\pi(\theta)d\mu(\theta), \]

and \( \ell(\theta|x) = f(x|\theta) \) is the likelihood function. An alternative formulation of (2.7), which is often useful, is given by

\[ \mathcal{V}_{0,0,0}(\pi) - \mathcal{V}_{0,0,1}(\pi) = \int \pi(\theta)\mathcal{F}(\theta)d\mu(\theta). \quad (2.8) \]

Some members of \( \mathcal{A} \) define new criterion functionals in which the information provided by the sampling model, \( I(\theta) \), plays a role:

(iv) Criterion for Maximal Modified Data Information Priors (MMDIP):

\[ \mathcal{V}_{0,1,0}(\pi) = \int \int f(x)f(\theta|x) \log \frac{\ell(\theta|x)[I(\theta)]^{\frac{1}{2}}}{\pi(\theta)} d\mu(\theta)d\lambda(x) \quad (2.9) \]
which is the prior average information in the data modified by Fisher’s information minus the information in the prior. Note that when $I(\theta)$ is constant, (2.9) reduces to Zellner’s criterion functional (up to a constant factor).

$\nu$ Criterion for Maximal Fisher Information Priors (MFIP):

$$\nu_{0,1,1}(\pi) = - \int \pi(\theta) \log \frac{\pi(\theta)}{\exp\{[I(\theta)]^{\frac{1}{2}}\}} d\mu(\theta) - 1 \quad (2.10)$$

which is the prior average Fisher’s information minus the information in the prior.

3. REVISITING BERNARDO’S REFERENCE PRIORS

The maximization of Bernardo’s (1979) criterion is usually a difficult problem to deal with. In order to get a simpler alternative procedure under specific conditions, we will derive a useful asymptotic approximation between Bernardo’s criterion functional (or Lindley’s information measure, 1956) and some members of the class $A$. As stated in Bernardo (1979), the concept of reference prior is very general. However, in order to keep the analysis tractable, we will restrict ourselves to the continuous one-dimensional parameter case.

Suppose that there are available $n$ independent observations, say, $(X_1, X_2, \ldots, X_n)$, of a distribution $P_\theta, \theta \in \Theta \subseteq \mathbb{R}$. Accordingly, the random vector $(X_1, X_2, \ldots, X_n)$ has density $dP_\theta/d\nu = f(x|\theta) = \prod_{k=1}^{n} f(x_k|\theta)$ for all $\xi = (x_1, x_2, \ldots, x_n)$ and all $\theta \in \Theta \subseteq \mathbb{R}$, where

$$P_\theta = P_\theta \otimes P_\theta \otimes \cdots \otimes P_\theta \quad \text{and} \quad \nu = \lambda \otimes \lambda \otimes \cdots \otimes \lambda.$$

Following Lindley (1956), a measure of the expected information about $\theta$ of a sampling model $f(x|\theta)$ provided by a random sample of size $n$ when the prior distribution of $\theta$ is $\pi(\theta)$, is defined to be

$$\mathcal{L}^{(n)}(\pi) = \int f(x) \int f(\theta|x) \log \frac{f(\theta|x)}{\pi(\theta)} d\mu(\theta) d\nu(x). \quad (3.1)$$

In order to obtain an asymptotic approximation of (3.1) in terms of $\nu_{1,1,1}$ and $\nu_{0,0,1}$, we state a limit theorem which justifies the passage of the limit under the integral signs in (3.1). The theorem rules out the possibility that the essentials of the statistical model, $f(x|\theta)$, change when samples grow in size. Let us rewrite (3.1) as:

$$\mathcal{L}^{(n)}(\pi) = \nu_{\gamma,0,1}(\pi) + \log \sqrt{n}$$

$$- \int \int \log \left( \int T_n(\omega)W_n(\omega) d\mu(\omega) \right) f(\xi|\theta) \pi(\theta) d\nu(\xi) d\mu(\theta), \quad (3.2)$$
Throughout the paper, both $\lambda$ and $\mu$ will stand for the Lebesgue measure on $\mathbb{R}$. Also, we will assume that all densities involved are Lebesgue measurable in both arguments, $x$ and $\theta$.

**Theorem 3.1** Assume that the following conditions hold:

(I) $\Theta$ is an open interval in $\mathbb{R}$;

(II) The function $\sqrt{f(x|\theta)}$ is absolutely continuous on $\theta$, and $\{x|f(x|\theta) > 0\}$ is independent of $\theta$;

(III) If $\theta, \theta' \in \Theta$, then $\theta \neq \theta'$ implies $\lambda\{x|f(x|\theta) \neq f(x|\theta')\} > 0$;

(IV) $\frac{\partial}{\partial \theta} \log f(x|\theta)$ exists for all $\theta \in \Theta$ and every $x$;

(V) $\pi(\theta)$ is a continuous and bounded function in $\Theta$;

(VI) For all $\delta > 0$, and all $\theta \in \Theta$

$$\int_{B_\delta(\frac{\theta}{\sqrt{n}})} \left(\sqrt{f(x|\theta + \frac{\omega}{\sqrt{n}})} - \sqrt{f(x|\theta)}\right)^2 d\lambda(x) = o(\frac{1}{n})$$

where $B_\delta(\frac{\omega}{\sqrt{n}}) = \{x : |\sqrt{f(x|\theta + \frac{\omega}{\sqrt{n}})} - \sqrt{f(x|\theta)}| > \delta \sqrt{f(x|\theta)} \}$;

(VII) There exist $c > 0$ and $\tau > 0$ such that

$$\int |\pi(\theta + u) - \pi(\theta)| d\mu(\theta) \leq c|u|^\tau;$$

(VIII) For all $\rho > 0$

$$\int_{|\omega| > n^\rho} (T_n(\omega)W_n(\omega) - T_n(\omega))d\mu(\omega) \xrightarrow{P} 0;$$

(IX) The sequence of random variables $\{\log U_n\}_{n=1}^\infty$ where

$$U_n = \int T_n(\omega)W_n(\omega)d\mu(\omega)$$

satisfies

$$\lim_{\varepsilon \to 0} \sup_{n \geq 1} \int_{|\log U_n| \geq \varepsilon} |\log U_n| dP = 0,$$

where

$$P\{\xi \in A, \theta \in B\} = \int_B \pi(\theta) \int_A f(\xi|\theta)d\nu(x)d\mu(\theta) \text{ for all } A \in \mathbb{R}^n \text{ and } B \in \Theta.$$
Then, as $n \to \infty$,

$$L^{(n)}(\pi) - \mathcal{V}_{1,1,1}(\pi) = -\mathcal{V}_{0,0,1}(\varphi) + \log C\sqrt{n} + o(1), \quad (3.5)$$

where $\varphi(z)$ is the density of $Z \sim \mathcal{N}(0,1)$, and $C$ is taken as in (2.4).

Some comments are in order: (I)-(IV) are standard regularity conditions, (V) states desirable properties for $I(\theta)$, (VI) is a bounded variance condition, (VII) is a smoothness condition, (VIII) is a convergence condition, and (IX) says that the sequence $\{\log U_n\}_{n=1}^{\infty}$ is uniformly integrable with respect to $P$.

It can be shown (details can be found in Venegas-Martínez 1990a) that (I)-(VI) lead to

$$T_n(\omega) \xrightarrow{L} \exp\{\omega \sqrt{I(\theta)} [Z - \frac{1}{2} \omega \sqrt{I(\theta)}]\}, \quad (3.6)$$

where $Z \sim \mathcal{N}(0,1)$, and (3.6) along with (VII)-(IX) imply

$$\log U_n = \log \int T_n(\omega)W_n(\omega) d\mu(\omega) \xrightarrow{L} \log \sqrt{2\pi/I(\theta)} + \frac{1}{2} \pi^2,$$

from where the conclusion of the theorem follows. Notice that the right-hand side of (3.5) is independent of $\pi$. Thus, if conditions (I)-(IX) are fulfilled, instead of maximizing $L^{(\infty)}(\pi)$, which is usually a difficult problem, we have an alternative procedure maximizing $\mathcal{V}_{1,1,1}(\pi)$, which is independent of $n$. Notice that for maximization purposes the right-hand side of (3.5) becomes a constant.

Finally, it is worthwhile to note that the location parameter family $f(x|\theta) = f(x - \theta)$, with $\sqrt{f(x)}$ absolutely continuous on $\mathbb{R}$, and $\int [f'(x)]^2/f(x) d\lambda(x) < \infty$, fully satisfies the conditions of Theorem 3.1.

4. GOOD-BERNARDO-ZELLNER PRIORS

In this section we introduce Good-Bernardo-Zellner's priors as solutions of convex combination of relevant members of the class $A$. Very often, there exist priors for which entropy becomes infinite, specially when dealing with the non-informative case. In order to overcome this difficulty, we suggest the concept of discounted entropy. We also introduce Good-Bernardo-Zellner's controlled priors as solutions of maximizing discounted entropy. We emphasize the existence and uniqueness of the solutions of the corresponding variational and optimal control problems.

Throughout this section, we will be studying a number of Bayesian inferential problems related to convex combinations of distinctive elements of $A$. Let $M_{\phi}(\pi) \stackrel{def}{=} \phi \mathcal{V}_{1,1,1}(\pi) + (1 - \phi) \mathcal{V}_{0,0,0}(\pi)$, $0 \leq \phi \leq 1$. Plainly, $M_{\phi}(\pi) \in A$. To see that $M_{\phi}(\pi)$ is concave w.r.t. $\pi$, it is enough to observe, as in Zellner (1991), that

$$\mathcal{V}_{0,0,0}(\pi(\theta)) = L^{(1)}(\pi(\theta)) + \mathcal{V}_{0,0,1}(\pi(\theta)) - \mathcal{V}_{0,0,1}(f(x)).$$
is a sum of concave functions w.r.t. \( \pi \) (up to the constant \( \gamma_{0,0,1}(f(x)) \)). Since \( \gamma_{1,1,1}(\pi) \) is concave w.r.t. \( \pi \), \( \mathcal{M}_\phi(\pi) \) is also concave w.r.t. \( \pi \).

Usually, in the absence of data, supplementary information, in terms of expectations about the parameter, comes from additional knowledge of the experiment, or from the experience of the experimenter, namely,

\[
\int a_k(\theta)\pi(\theta)d\mu(\theta) = \bar{a}_k, \quad k = 1, 2, ..., s, \tag{4.1}
\]

where both the functions \( a_k \) and the constants \( \bar{a}_k, \ k = 1, 2, ..., s, \) are known. Hereafter, we will assume that (4.1) does not lead to any contradiction about \( \pi(\theta) \).

**Proposition 4.1** Consider the Good-Bernardo-Zellner problem:

Maximize \( \mathcal{M}_\phi(\pi) \) (with respect to \( \pi \))

subject to \( \mathcal{C} : \int a_k(\theta)\pi(\theta)d\mu(\theta) = \bar{a}_k, \quad k = 0, 1, 2, ..., s, \ a_0 \equiv 1 = \bar{a}_0. \)

Then a necessary condition for a maximum is

\[
\pi^*_\phi(\theta) \propto [I(\theta)]^{\frac{\phi}{2}} \exp\{(1 - \phi)F(\theta) + \sum_{k=0}^s \lambda_k a_k(\theta)\}, \tag{4.2}
\]

where \( \lambda_k, \ k = 0, 1, ..., s, \) are the Lagrange multipliers associated with the constraints \( \mathcal{C} \) (cf. Zellner 1995).

Notice that when no supplementary information is available, \( \pi^*_\phi(\theta) \) is appropriate for an unprejudiced experimenter, otherwise it will be suitable for an informed experimenter who is in favor of \( \mathcal{C} \). Observe also that \( \pi^*_1(\theta) \) is Good-Bernardo's prior, and \( \pi^*_0(\theta) \) is Zellner's prior. Consider the binomial distribution for a single observation, \( f(x|\theta) = \theta^x(1 - \theta)^{1-x}, \ 0 \leq \theta \leq 1 \). In such a case, \( \pi^*_1(\theta) = \theta^{-\frac{1}{2}}(1 - \theta)^{-\frac{1}{2}} \) and \( \pi^*_0(\theta) = \theta^\theta(1 - \theta)^{1-\theta} \) for \( \theta \in [0,1] \), which are quite different.

**Corollary 4.1** Consider the location and scale parameter families, \( f(x|\theta) = f(x - \theta), \ \theta \in \mathbb{R}, \) and \( f(x|\theta) = (1/\theta)f(x/\theta), \ \theta > 0, \) respectively, both satisfying \( \int [f'(x)]^2/f(x) \ d\lambda(x) < \infty \) and \( \int f(x) \log f(x) \ d\lambda(x) < \infty. \) Then, Good-Bernardo's and Zellner's priors agree regardless of the value of \( \phi \in (0,1). \)

The proof of the above corollary for the scale parameter case follows from (2.4). It is important to point out that when there is no supplementary information, we require \( \mu(\Theta) < \infty. \) Of course, the parameter space \( \Theta \) can have bounds as large as needed to consider where the likelihood for \( \theta \) is appreciable.
Notice that Proposition 4.1 can be used recursively when there is more supplementary information to be added, say,

$$\int a_k(\theta)\pi(\theta)d\mu(\theta) = \bar{a}_k, \quad k = s + 1, s + 2, \ldots, t.$$  \hfill (4.3)

In such a case, in a cross-entropy formulation (Kullback 1959), we take (4.2) as the initial density, and (4.3) as the additional information. Hence,

$$\pi^*_\phi(\theta) \propto [I(\theta)]^{1/2} \exp\{(1 - \phi)F(\theta) + \sum_{k=0}^{s} \lambda_k a_k(\theta)\} \exp\left\{\sum_{k=s+1}^{t} \lambda_k a_k(\theta)\right\}$$

$$= [I(\theta)]^{1/2} \exp\{(1 - \phi)F(\theta) + \sum_{k=0}^{t} \lambda_k a_k(\theta)\}.$$ 

To deal with the (local) uniqueness of the solution of the problem stated in Proposition 4.1, we rewrite the constraints, $C$, as a function of the multipliers in the form $A(A) = [\int a_k(\theta)\pi^*_\phi(\theta)d\mu(\theta)]_{k=0}^{s} = \bar{A}$, where $\bar{A}^T = (\bar{a}_0, \bar{a}_1, \ldots, \bar{a}_s)$, and $\Lambda^T = (\lambda_0, \lambda_1, \ldots, \lambda_s)$ (the superindex $T$ denotes the usual vector or matrix transposing operation).

**Proposition 4.2** Let $\pi^*_\phi(\theta)$ be as in (4.2), and suppose that $a_k$, $k = 0, 1, \ldots, s$, are linearly independent continuous functions in $L^2[\Theta, \pi^*_\phi d\mu]$ (the space of all $\pi^*_\phi d\mu$-measurable functions $a(\theta)$ defined on $\Theta$ such that $|a(\theta)|^2$ is $\pi^*_\phi d\mu$-integrable). Suppose that $A(A)$ is defined on an open set $\Delta \subset \mathbb{R}^{s+1}$, and let $\Lambda_0$ be a solution of $A(A) = \bar{A}$ for a fixed value of $A = \bar{A}_0$. Then, there exists a neighborhood of $\Lambda_0$, $N(\Lambda_0)$, in which $\Lambda_0$ is the unique solution of $A(A) = \Lambda_0$ in $N(\Lambda_0)$.

The proof follows from the fact that $A(A)$ is continuously differentiable on $\Delta$, with nonsingular derivative $A'(A) = [\int a_j(\theta)\pi^*_\phi(\theta)d\mu(\theta)]_{0 \leq j \leq s}$, and from a straightforward application of inverse function theorem (cf. Venegas-Martínez, 1990a).

From (4.1) we may derive the following necessary condition, which is useful in practical situations.

**Proposition 4.3** The multipliers $\Lambda^T = (\lambda_0, \lambda_1, \ldots, \lambda_s)$ appearing in (4.2) satisfy the following non-linear system of $s + 1$ equations:

$$1 = \lambda_0 + \log \left\{\int [I(\theta)]^{1/2} e^{(1-\phi)F(\theta)} \prod_{k=1}^{s} e^{\lambda_k a_k(\theta)} d\mu(\theta)\right\},$$

$$1 = \lambda_0 - \log \bar{a}_k + \log \left\{\int a_k(\theta)[I(\theta)]^{1/2} e^{(1-\phi)F(\theta)} \prod_{u=1}^{s} e^{\lambda_u a_u(\theta)} d\mu(\theta)\right\}, \quad k = 1, \ldots, s.$$
Moreover,
(i) if the integral in the first equality has a closed-form solution, then the rest of the multipliers can be found from the relations:

\[ \frac{\partial \lambda_0}{\partial \lambda_k} = \tilde{a}_k, \quad k = 1, 2, \ldots, s, \]

(ii) the formula

\[ \phi \nu_{1,1}(\pi_{\phi}^*) + (1 - \phi)[\nu_{0,0,0}(\pi_{\phi}^*) - 2\nu_{0,0,1}(\pi_{\phi}^*)] = 1 - \sum_{k=0}^{s} \lambda_k \tilde{a}_k, \]

holds for all 0 \leq \phi \leq 1.

Very often, experimenters are concerned with assigning weights \( \tilde{a}_k, k = 1, 2, \ldots, s \), to regions \( A_k, k = 1, 2, \ldots, s \), to express, according to experience, how likely it is that \( \theta \) belongs to each region. The following result, based on Proposition 4.3, characterizes Good-Bernardo-Zellner's priors when such a supplementary information comes in the form of quantiles, and both \( \mathcal{I}(\theta) \) and \( \mathcal{F}(\theta) \) are constant. Under such assumptions, the non-linear system of \( s + 1 \) equations given in Proposition 4.3 is transformed into a homogeneous linear system of the same dimension as shown below:

**Proposition 4.4** Suppose that the sets \( A_k = (b_k, b_{k+1}], k = 1, 2, \ldots, s - 1 \) and \( A_s = (b_s, b_{s+1}] \) with \( b_1 < b_2 < \cdots < b_{s+1}, s \geq 2, \) constitute a partition of \( \Theta, 0 < \mu(\Theta) < \infty \). Suppose also that both \( \mathcal{I}(\theta) \) and \( \mathcal{F}(\theta) \) are constant. Let \( \tilde{a}_1, \tilde{a}_2, \ldots, \tilde{a}_s > 0 \) be such that \( \sum_{k=1}^{s} \tilde{a}_k = 1 \), and \( \int I_{A_k}(\theta) \tau(\theta) d\mu(\theta) = \tilde{a}_k, k = 1, 2, \ldots, s. \) If we define new multipliers: \( \omega_0 = e^{1-\lambda_0}/D \) where \( D = [\mathcal{I}(\theta)]^{\frac{1}{2}} e^{(1-\phi)\mathcal{F}(\theta)} \), and \( \omega_k = e^{\lambda_k}, k = 1, 2, \ldots, s. \) Then, \( \Omega = (\omega_0, \omega_1, \ldots, \omega_s) \) can be found from the following homogeneous linear system:

\[
\begin{pmatrix}
-1 & u_1 & u_2 & \cdots & u_s \\
-1 & v_1 & 0 & \cdots & 0 \\
-1 & 0 & v_2 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-1 & 0 & 0 & \cdots & v_s
\end{pmatrix}
\begin{pmatrix}
\omega_0 \\
\omega_1 \\
\omega_2 \\
\vdots \\
\omega_s
\end{pmatrix} =
\begin{pmatrix}
0 \\
0 \\
0 \\
\vdots \\
0
\end{pmatrix}
\]

where \( u_k = \mu(A_k) \), and \( v_k = \tilde{a}_k^{-1} u_k, k = 1, 2, \ldots, s. \)

Observe that the determinant, \( \Delta \), of the matrix in (4.4) is given by

\[
\Delta = \left( \frac{\sum_{k=1}^{s} \tilde{a}_k - 1}{\prod_{k=1}^{s} \tilde{a}_k} \right) \prod_{k=1}^{s} u_k,
\]

which guarantees that there exists a unique nontrivial solution since \( \sum_{k=1}^{s} \tilde{a}_k = 1 \). In this case, the solution is \( \Omega^*T = (1, v_1^{-1}, v_2^{-1}, \ldots, v_s^{-1}) \), and \( \pi_{\phi}^* = \sum_{k=1}^{s} v_k^{-1} I_{A_k} \) (cf. Venegas-Martínez 1990b, 1990c, and 1992).
The following proposition extends Good-Bernardo-Zellner's priors to a richer family by using the MMDIP and MFIP criteria:

**Proposition 4.5** Let

\[ N_{\phi,\psi}(\pi) \overset{\text{def}}{=} \phi \nu_{1,1}(\pi) + (1 - \phi)(1 - \psi)\nu_{0,0}(\pi) + (\psi(1 - \phi)/2)[\nu_{0,1} + \nu_{0,0}], \]

0 ≤ \phi, \psi ≤ 1. Then

(i) \( N_{\phi,\psi}(\pi) \in A \) and is concave w.r.t. \( \pi \).

(ii) A necessary condition for \( \pi \) to be a maximum of the problem

\[
\text{Maximize } N_{\phi,\psi}(\pi)
\]

subject to \( C : \int a_k(\theta)\pi(\theta)d\mu(\theta) = \bar{a}_k, \quad k = 0, 1, 2, ..., s, \quad a_0 \equiv 1 = \bar{a}_0, \)

is given by

\[
\pi^*_{\phi,\psi}(\theta) \propto [I(\theta)]^{b_1/2} \exp \left\{ (1 - \phi)(1 - \psi)\mathcal{F}(\theta) \right. \\
+ \frac{\psi(1 - \phi)}{2} \left[ I(\theta) \right]^{1/2} \left( \frac{\mathcal{F}(\theta)}{I(\theta)} \right)^{1/2} + \sum_{k=0}^{s} \lambda_k a_k(\theta) \left\}, \right.
\]

where \( \lambda_k, k = 0, 1, ..., s, \) are the Lagrange multipliers associated with the constraints \( C. \)

The second term inside the exponential of (4.5) is the average between Fisher's information and the negative relative Shannon-Fisher's information. Notice that \( \pi^*_{\phi,0}(\theta) \) is just Good-Bernardo-Zellner's prior.

In the following proposition, Good-Bernardo-Zellner type priors are derived as MAXENTP solutions by treating (2.5) and (2.8) as constraints (for the rationale of MAXENTP methods see Jaynes' 1982 seminal paper).

**Proposition 4.6** Consider the Jaynes-Good-Bernardo-Zellner problem:

\[
\text{Maximize } \nu_{0,0,1}(\pi)
\]

subject to:

\[
\left\{ \begin{array}{l}
\nu_{1,1}(\pi) - \nu_{0,0,1}(\pi) = \bar{b}_1, \\
\nu_{0,0,0}(\pi) - \nu_{0,0,1}(\pi) = \bar{b}_2, \\
\int a_k(\theta)\pi(\theta)d\mu(\theta) = \bar{a}_k, \quad k = 0, 1, 2, ..., s, \quad a_0 \equiv 1 = \bar{a}_0.
\end{array} \right.
\]

Then a necessary condition for a maximum is

\[
\pi^*(\theta) \propto [I(\theta)]^{b_1} \exp\{p_2\mathcal{F}(\theta) + \sum_{k=0}^{s} \lambda_k a_k(\theta)\}, \quad (4.6)
\]
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where $\rho_j$, $j = 1, 2$, and $\lambda_k$, $k = 0, 1, \ldots, s$, are the Lagrange multipliers associated with the constraints.

Unlike the coefficients $\phi$ and $1 - \phi$ appearing in (4.6), the multipliers $\rho_j$, $j = 1, 2$, do not necessarily add up to 1.

There typically exist priors for which Shannon-Jaynes entropy becomes infinite. One way to overcome this problem consists of discounting entropy at a constant rate $\nu > 0$. The following proposition introduces Good-Bernardo-Zellner's controlled priors as solutions of maximizing discounted entropy:

**Proposition 4.6** Consider the discounted version of the problem stated in the preceding proposition:

Maximize $-\int e^{-\nu \theta} \pi(\theta) \log \pi(\theta) d\mu(\theta),$

subject to:

$\begin{align*}
\frac{1}{\pi(\theta)} \frac{dh_1(\theta)}{d\mu(\theta)} &= \log[I(\theta)]^{\frac{1}{2}}, \quad h_1(-\infty) = 0, \quad h_1(\infty) = \nu_{1,1,1}(\pi) - \nu_{0,0,1}(\pi) < \infty, \\
\frac{1}{\pi(\theta)} \frac{dh_2(\theta)}{d\mu(\theta)} &= f(\theta), \quad h_2(-\infty) = 0, \quad h_2(\infty) = \nu_{0,0,0}(\pi) - \nu_{0,0,1}(\pi) < \infty, \\
\frac{1}{\pi(\theta)} \frac{dg_k(\theta)}{d\mu(\theta)} &= a_k(\theta), \quad g_k(-\infty) = 0, \quad g_k(\infty) < \infty, \quad k = 0, 1, 2, \ldots, s,
\end{align*}$

where $a_0 \equiv 1 = \bar{a}_0$. Then, a necessary condition for $\pi^*(\theta)$ to be an optimal control is given by

$$
\pi^*(\theta) \propto [I(\theta)]^{\frac{\rho_1(\theta)}{2}} \exp\{\rho_2(\theta)f(\theta) + \sum_{k=0}^{s} \lambda_k(a_k)(\theta)\},
$$

where $\rho_j(\theta) = \rho_j e^{\nu \theta}$, $j = 1, 2$, and $\lambda_k(\theta) = \lambda_k e^{\nu \theta}$, $k = 0, 1, \ldots, s$, are the costate variables associated with the state variables $h_j(\theta)$, $j = 1, 2$, and $g_k(\theta)$, $k = 0, 1, \ldots, s$, respectively. Furthermore, the constants $\rho_0$, $j = 1, 2$, and $\lambda_k$, $k = 0, 1, \ldots, s$, can be computed from the following non-linear system of $s + 3$ equations:

$\begin{align*}
1 + \log h_1(\infty) &= \log\left\{ \int \log[I(\theta)]^{\frac{1}{2}} m(\rho_{10}, \rho_{20}, \lambda_{00}, \lambda_{10}, \ldots, \lambda_{s0}; \theta) d\mu(\theta) \right\}, \\
1 + \log h_2(\infty) &= \log\left\{ \int f(\theta)m(\rho_{10}, \rho_{20}, \lambda_{00}, \lambda_{10}, \ldots, \lambda_{s0}; \theta) d\mu(\theta) \right\}, \\
1 + \log g_k(\infty) &= \log\left\{ \int a_k(\theta)m(\rho_{10}, \rho_{20}, \lambda_{00}, \lambda_{10}, \ldots, \lambda_{s0}; \theta) d\mu(\theta) \right\}, \quad k = 0, 1, 2, \ldots, s,
\end{align*}$
In this section, we will study Good-Bernardo-Zellner's priors as Kalman Filtering priors (Kalman 1960, and Kalman and Buey 1961). We will continue to work with the single parameter case, and focus our attention on both the location and scale parameter families.

Let $Y_1, Y_2, ..., Y_t$ be a set of indirect measurements, from a polling system or a sample survey, of an unobserved state variable $\theta$. The objective is to make inferences about $\theta$. The relationship between $Y_t$ and $\beta_t$ is specified by the measurement equation, sometimes also called the observation equation:

$$Y_t = A_t \beta_t + \varepsilon_t,$$

(5.1)

where $A_t \neq 0$ is known, and $\varepsilon_t$ is the observation error distributed as $N(0, \sigma_{\varepsilon_t}^2)$ with $\sigma_{\varepsilon_t}^2$ known. Notice that the main difference between the measurement equation and the linear model is that, in the former, the coefficient $\beta_t$ changes with time. Furthermore, we suppose that $\beta_t$ is driven by a first order autoregressive process, that is,

$$\beta_t = Z_t \beta_{t-1} + \eta_{t-1},$$

(5.2)

where $Z_t \neq 0$ is known, and $\eta_t \sim N(0, \sigma_{\eta_t}^2)$ with $\sigma_{\eta_t}^2$ known. In what follows, we will assume that $\beta_0$, $\varepsilon_t$, and $\eta_t$ are independent random variables. We might state nonlinear versions of (5.1) and (5.2), but this would not make any essential differences in the subsequent analysis.

Suppose now, that at time $t = 0$, supplementary information is given by $\beta_0$ and $\sigma_0^2$, the mean and variance of $\beta_0$ respectively. That is,

$$\left\{ \begin{array}{l}
\int_{-\infty}^{\infty} \pi(\beta_0) d\beta_0 = 1, \\
\int_{-\infty}^{\infty} \beta_0 \pi(\beta_0) d\beta_0 = \widehat{\beta}_0, \\
\int_{-\infty}^{\infty} (\beta_0 - \widehat{\beta}_0)^2 \pi(\beta_0) d\beta_0 = \widehat{\sigma}_0^2.
\end{array} \right.$$  

(5.3)

In this case, Good-Bernardo-Zellner's prior is given by

$$\pi_0^*(\beta_0) \propto [I(\beta_0)]^{\frac{\phi}{2}} \exp\{(1 - \phi)F(\beta_0) + \lambda_0 + \lambda_1 \beta_0 + \lambda_2 (\beta_0 - \widehat{\beta}_0)^2\},$$

(5.4)

where $\lambda_j$, $j = 0, 1, 2$, are Lagrange multipliers (cf. Venegas-Martínez et al 1995).
Suppose that, at time $t$, we wish to make inferences about the conditional state variable $\theta_t = \theta|I_t$, where $I_t = \{Y_1, Y_2, ..., Y_{t-1}\}$. To obtain a posterior distribution of $\theta_t$, the information provided by the measurement $Y_t$, with density $f(Y_t|\theta_t)$, is used to modify the initial knowledge in $\pi^{*}_\theta(\theta_t)$ according to Bayes’ theorem:

$$f(\theta_t|Y_t) \propto f(Y_t|\theta_t)\pi^{*}_\theta(\theta_t). \tag{5.5}$$

We are now in a position to state the Bayesian recursive updating procedure of the Kalman Filter (KF) for both the location and scale parameter families $f(Y_t|\theta) = f(Y_t - \theta)$, $\theta \in \mathbb{R}$, and $f(Y_t|\theta) = (1/\theta)f(Y_t/\theta)$, $\theta > 0$, respectively. To start off the KF procedure, we substitute (5.4) in (5.3), obtaining that Good-Bernardo-Zellner’s prior at time $t = 0$, is given by $\mathcal{N}(\tilde{\beta}_0, \tilde{\sigma}_0^2)$, which is describing the initial knowledge of the system. Proceeding inductively, at time $t$, $\tilde{\beta}_{t-1}$ and $\tilde{\sigma}_{t-1}^2$ become supplementary information, and therefore Good-Bernardo-Zellner’s prior at time $t$ is represented by

$$\theta_t = \beta_t|I_t \sim \mathcal{N}(Z_t\tilde{\beta}_{t-1}, M_t), \tag{5.6}$$

where

$$M_t = Z_t^2\tilde{\sigma}_{t-1}^2 + \sigma_{\eta_t}^2. \tag{5.7}$$

The sampling model (or likelihood function) is determined by

$$Y_t|\theta_t \sim \mathcal{N}(A_t\beta_t, \sigma_{\xi_t}^2). \tag{5.8}$$

The posterior distribution, at time $t$, is then obtained by substituting both (5.6) and (5.7) in (5.5), so

$$f(\theta_t|Y_t) \propto \exp\left\{ -\frac{1}{2}[(A_t\beta_t - Y_t)^2\sigma_{\xi_t}^{-2} + (\beta_t - Z_t\tilde{\beta}_{t-1})^2M_t^{-1}] \right\}.$$  

Noting that $\pi^{*}_\theta(\theta_t)$ is a natural conjugate prior, we may complete the squares to get

$$\theta_t|Y_t \sim \mathcal{N}\left[Z_t\tilde{\beta}_{t-1} + K_t(Y_t - A_tZ_t\tilde{\beta}_{t-1}), M_t - K_tA_tM_t \right],$$

where

$$K_t = M_tA_t(\sigma_{\xi_t}^2 + A_t^2M_t)^{-1}. \tag{5.9}$$

This, of course, means that

$$\begin{cases} \tilde{\beta}_t = Z_t\tilde{\beta}_{t-1} + K_t(Y_t - A_tZ_t\tilde{\beta}_{t-1}), \\ \tilde{\sigma}_t^2 = M_t - K_tA_tM_t. \end{cases} \tag{5.10}$$

We then proceed with the next iteration. Equations (5.10), (5.7), and (5.9) are known in the literature as the KF.

The above analysis can be summarized in the following proposition:
Proposition 5.1 Consider the state-space representation:

\[
\begin{align*}
Y_t &= A_t \beta_t + \varepsilon_t, \\
\beta_t &= Z_t \beta_{t-1} + \eta_{t-1},
\end{align*}
\]

defined as in (5.1) and (5.2). Suppose that supplementary information on the mean and variance of \( \beta_0 \) is available. Let \( \theta_t = \beta_t | I_t \), where \( I_t = \{Y_1, Y_2, ..., Y_{t-1}\} \), and consider the location and scale parameter families \( f(Y_t|\theta) = f(Y_t - \theta), \theta \in \mathbb{R} \), and \( f(Y_t|\theta) = (1/\theta) f(Y_t/\theta), \theta > 0 \), respectively, along with the properties stated in Corollary 4.1. Then, under Good-Bernardo-Zellner's prior, \( \pi^*_\beta(\theta_t) \), the posterior estimate of \( \beta_t, \hat{\beta}_t \), is given by

\[
\hat{\beta}_t = \omega_t Z_t \hat{\beta}_{t-1} + (1 - \omega_t)(Y_t/A_t),
\]

where \( \omega_t = \sigma^2_{\varepsilon_t} \left( \sigma^2_{\varepsilon_t} + A_t^2 M_t \right)^{-1} \).

6. SUMMARY AND CONCLUSIONS

We have presented, in a unified framework, a number of well-known methods that maximize a criterion functional to obtain non-informative and informative priors. Our general procedure is, by itself, capable of dealing with a range of interesting issues in Bayesian analysis. However, in this paper, we have limited our attention to Good-Bernardo-Zellner’s priors as well as their application to some Bayesian inference problems, including Kalman filtering.

There exist priors for which Shannon-Jaynes entropy becomes infinite. In order to overcome this difficulty we proposed discounted entropy. We introduced Good-Bernardo-Zellner’s controlled priors which maximize discounted entropy at a constant rate. Throughout the paper, we have emphasized the existence and uniqueness of the solutions of the corresponding variational and optimal control problems. There are, of course, many other members of the class \( A \) that deserve attention beyond what we have attempted here. Needless to say, more work will be required in this direction.
REFERENCES

Documentos de trabajo de reciente aparición

División de Administración Pública

Del Castillo Vega, Arturo, Transformación institucional en organizaciones gubernamentales: elementos para el análisis del cambio adaptativo, AP-52.


Nava Campos, Gabriela, Autonomía administrativa: una introducción a la discusión sobre la influencia en la toma de decisiones de agencias reguladoras de mercado, AP-54.


Santizo Rodall, Claudia, Las perspectivas del nuevo federalismo: el Sector Educativo. Las experiencias de Aguascalientes, Guanajuato y San Luis Potosí, AP-56.


Bracho González, Teresa, La exclusión de la educación básica. Decisiones familiares sobre escolarización, AP-58.

Bracho González, Teresa y Juan Roberto Luján, Nota metodológica para el análisis de la desigualdad social. Construcción de índices sobre la calidad material de vida de los hogares de México, AP-59.

Raich Portman, Uri, Desempeño financiero. Alternativas propuestas de evaluación, AP-60.

División de Economía

García Barrios, José Raúl y Karla Dafne Rossette Valencia, Impacto de las reformas agrícolas en unidades productoras de maíz y ganado en la frutícola Chiapas, E-89.

Gómez Galvarriato, Aurora, The Evolution of Prices and Real Wages in Mexico from the Porfiriato to the Revolution, E-90.

Grier, Kevin B., How Dead is the Augmented Solow Model?, E-91.

Grier, Kevin B. y Tony Caporale, A Political Model of Monetary Policy with Application to the Real Fed Funds Rate, E-92.


Zamudio, Andrés, La demanda por servicios médicos en México, E-94.

García de la Sierra, Adolfo, Game Theory, E-95.

Knaul, Felicia, Learning and Earning: Payoffs and Tradeoffs of Early Entry into the Labor Force in Colombia, E-96.


Venegas Martínez, Francisco, Temporary Stabilization: A Stochastic Analysis, E-98.


Valverde, Miguel Ángel, "Coping with U.S.-Mexican interdependence: the NAFTA Response", El-36


CENTRO DE INVESTIGACIÓN Y DOCENCIA ECONÓMICAS
Carretera México-Ixtapan 3655, Colonia Lomas de Santa Fe
Delegación Alvaro Obregón, 01210 México, D.F.
Tels. 727 9800 exts. 2612, 2603, 2417 y 2410
Fax: 727 9885